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Abstract—We present a new approach to lightweight intelligent transportation systems. Our approach does not rely on traditional expensive infrastructures, but rather on advanced machine learning algorithms. It takes images from traffic cameras at a limited number of locations and estimates the traffic over the entire road network. Our approach features two main algorithms. The first is a probabilistic vehicle counting algorithm from low-quality images that falls into the category of unsupervised learning. The other one is a network inference algorithm based on an inverse Markov chain formulation that infers the traffic at arbitrary links from a limited number of observations. We evaluated our approach on two different traffic datasets, one acquired in Nairobi, Kenya, and the other from Kyoto, Japan.

I. INTRODUCTION

Traffic congestion is a major problem in the urban regions of most developing countries, where mismatches are found between rapidly growing economies and the municipal infrastructures. Intelligent transportation systems (ITS) provide a basic framework for traffic management. Unlike urban areas in relatively mature countries, cities with rapid economic growth require a lightweight ITS to adapt to the dynamically changing environment.

What we are interested in here is a “Frugal” approach [1] to ITS. Instead of relying heavily on expensive infrastructures such as an inductive-loop sensor system covering an entire city area for monitoring traffic, we wish to develop an ITS that is easy to deploy, has a minimum entry cost, and offers good enough functionalities. As an alternative to the existing full-scale systems, we focus on a webcam-based monitoring approach. Webcam-based traffic surveillance through web browsers is already being used in many cities in developing countries. For instance, in Nairobi, Kenya, AccessKenya.com [2] runs a web site to provide near real-time information on traffic at major locations. Although simply looking at the webcam images through web browsers is useful enough for personal use, this is not the case for traffic authorities. For the purpose of city planning and traffic optimization, we need to extract key information on traffic flows from webcam images for the entire city. This is the main topic of this paper.

A lot of research has gone into making camera-based traffic monitoring truly useful. Examples include vehicle recognition for traffic volume estimation [3], [4], [5], [6] and regression modeling for vehicle counting [7], [8]. In addition, origin-destination (OD) matrix estimation algorithms [9], [10], [11], [12] are often combined with traffic estimation methods since the number of cameras is always limited [13]. Although these studies have made significant contributions to resolving a number of technical issues, major challenges still remain, as summarized below.

The first challenge is how to handle very low-quality images (see Fig. 1 (a) for example). Due to cost and antitheft concerns, the use of special-purpose close-view cameras is impractical in most developing countries. On the other hand, resorting to general-purpose cameras without purpose-built lighting facilities impairs standard object recognition technologies such as those used in number plate recognition [6], [14].

The second challenge is how to eliminate the time-consuming step of camera-wise calibration in the image processing. Most of the recent studies on video-based ITS focus on calibration algorithms when surveillance cameras do not allow calibration on the hardware side [3], [4], [5], [6]. In either case, however, as long as vehicle recognition is performed on images, camera-wise fine adjustments based on the geometric configuration of cameras and roads are required. Although the use of regression models [7], [8] can reduce the burden, a fair amount of labeled training data (i.e. manually counted or recognized images) is still required.

The third challenge is how to derive city-wide information from a limited number of webcams (see Fig.1 (b)). In particular, what-if simulations for optimized city planning call for estimates of the traffic volume in every single link of the road network. This task is similar to network tomography for the OD matrix [3], [4], [5], [6], but differs in that it needs to infer the traffic volume at all of the links instead of just the origin-destination flows.

We tackle these challenges using novel machine learning techniques. Our technical contributions are as follows:

- We developed a novel algorithm for fully calibration-free vehicle counting. One prominent feature of our method (see Section III) is that it requires neither camera-wise...
of individual vehicle recognition, which is not feasible with low-quality images from webcams.

Another important issue with traditional image-based traffic analysis in practice is the cost of preparing properly labeled images. Although a recently proposed regression-based approach [7] removed the image recognition step and reduced the task to supervised learning, it still requires a fair amount of manually labeled training data.

B. Network-wide traffic estimation

Since the seminal work of Zuylen and Willumsen [9], the task of network-level traffic estimation from partial observations has attracted a lot of attention. Most of the previous efforts have focused on the task of OD matrix estimation [10], [11], wherein the following two approaches have been mainly studied.

The first approach is to minimize an error function between the observed and estimated traffic volumes while satisfying flow conservation conditions. Recent work along this line includes Shao et al. [12] and Hu et al. [24]. Although our approach shares some of their ideas, it can be distinguished from their work in that our goal is to estimate not the OD matrix, but the traffic volume at arbitrary links. Recently, Menon et al. [25] introduced an interesting algorithm for sparse OD matrix estimation using an $L_1$ regularization technique. Their problem, as well as optimization strategy, differs from ours, as can be clearly seen from the fact that the “seed” OD matrix is not available in our problem.

The other major approach is to use Bayesian networks, where graphical Gaussian models (GGMs) [26] are commonly used. Examples include Zhang et al. [27], Sun et al. [28], and Zhu et al. [29]. Although these approaches are built upon the well-grounded theory of GGMs, one of the practical disadvantages is the lack of scalability. The global Gaussian assumption is hard to apply to large networks because of its computational cost and numerical instability [30]; thus, it is inappropriate for our city-wide monitoring scenario.

III. CALIBRATION-FREE VEHICLE COUNTING

This section presents an approach to calibration-free low-quality image analysis for counting vehicles. As illustrated in Fig. 2, the approach essentially consists of two steps: feature extraction and counting. Note that since the webcams are analyzed independently, we will focus on images from a single webcam in the rest of this section.

A. Feature extraction

Let $N$ be the number of training images for the camera we are focusing on. Assume that all the images have the same $M$ pixels, and each of the pixels takes an integer from the 256 luminance levels. Our data set is represented as

$$D_0 \equiv \{z^{(n)} \in \{0, 1, 2, \ldots, 255\}^M \mid n = 1, \ldots, N\}. \quad (1)$$

For each image, as a preprocess, we subtract the median over the $M$ pixels to handle variations, e.g., between nighttime and daytime. The goal of the step of feature extraction is to extract
a feature $x \in \mathbb{R}$ from a raw image $z \in \{0, \ldots, 255\}^M$ such that $x$ corresponds to a rough estimate of the count of vehicles.

As indicated in Fig. 2, our approach first converts the original image into a binarized one. After that, the feature $x$ is computed as the ratio of white pixels to the total number of pixels:

$$x = \frac{1}{M} \sum_{i=1}^{M} I(z_i \geq k^*),$$

where $k^*$ is the threshold for binarization, and $I(\cdot)$ is the indicator function that gives 1 when the argument is true, and 0 otherwise.

To find the threshold $k^*$, we follow Otsu’s method [31]. In the training data $D_0$, we define

$$p_l \equiv \frac{1}{MN} \sum_{n=1}^{N} \sum_{i=1}^{M} I(z_i^{(n)} = l),$$

which can be thought of as the probability of the pixel taking a luminance value $l$. With this probability, we can compute the mean luminances as $\bar{l} \equiv \sum_{l=0}^{255} p_l l$. Similarly, the mean luminances for the black class and the white class are respectively

$$\ell_1(k) \equiv \frac{1}{P_1(k)} \sum_{l=0}^{k-1} p_l l, \quad \ell_2(k) \equiv \frac{1}{P_2(k)} \sum_{l=k}^{255} p_l l,$$

where $P_1(k) \equiv \sum_{l=0}^{k-1} p_l$ and $P_2(k) \equiv \sum_{l=k}^{255} p_l$. Obviously, these are functions of the threshold $k$. The optimal threshold $k^*$ is determined by solving the following optimization problem,

$$k^* = \arg \max_{k} \left[ (\ell_1(k) - \bar{l})^2 P_1(k) + (\ell_2(k) - \bar{l})^2 P_2(k) \right].$$

This problem can be simply solved by evaluating the objective function for all of the 256 different values and picking the one giving the maximum.

### B. Probabilistic counting framework

Given the optimized threshold $k^*$, the training data $D_0$ is now converted into

$$D \equiv \{x^{(n)} \in \mathbb{R} \mid n = 1, \ldots, N\}.$$  

In practice, it is recommended to further standardize the feature as $x^{(n)} \leftarrow 2[x^{(n)} / \max_{n'} x^{(n')} - 1]$ before model fitting. As discussed in the Introduction, in the city-wide traffic monitoring scenario using low-quality cameras, the task of collecting manually counted images for each camera is quite costly. Here, we propose a fully unsupervised approach for counting vehicles.

The vehicle counting part in Fig. 2 consists of two sub-steps. First, we find the predictive distribution for the feature, $x$, in the form of a Gaussian mixture model

$$p(x \mid D) = \sum_{d=0}^{D} \pi_d(x) N(x \mid m_d^T \phi_d, \sigma_d^2),$$

where $d$ denotes the number of vehicles, $\phi_d \equiv (1, d)^T$, and $N$ denotes the Gaussian distribution (see Appendix A for the explicit definition). The function $\pi_d(x)$, which is often called the gating function, and the coefficients $m_d$ are to be determined from the data. The number of mixtures $D$ is treated as a given constant, and fixed as $D = N$ hereafter to make it large enough. As derived in Appendix B, the variance $\sigma_d^2$ is given as a function of other model parameters $a, b, \Sigma$ as

$$\sigma_d^2 = \frac{b}{a} + \phi_d^T \Sigma \phi_d.$$  

Second, once the predictive model (7) has been learned, finding the count $d'$ is trivial. For a new observation $x = x'$, the corresponding vehicle count $d'$ is given by

$$d' = \arg \max_{d} \{ \pi_d(x') N(x' \mid m_d^T \phi_d, \sigma_d^2) \}.$$  

As a result of Bayesian learning, mixture components irrelevant to the data are automatically removed from the model. As illustrated later in Fig. 4, the max function evaluates the one-dimensional function only some ten times, which is negligible in terms of computational cost. It can work in real-time upon image refresh, which typically happens every few seconds (4 seconds in the case of AccessKenya.com [2]).

Learning the predictive model itself is actually an advanced task. The major challenge is in how to handle the interchangeability of cluster labels in the mixture model. We will tackle it by introducing a certain prior distribution. Luckily, the resulting equations for finding the model parameters involve only simple matrix-vector operations, and are extremely easy to implement as shown in Algorithm 1. The details are explained in Appendix B.

### IV. NETWORK FLOW ESTIMATION

This section presents an algorithm for estimating the traffic volume at arbitrary links of the network, given the observed traffic volume at a limited number of the links, as illustrated in Fig. 1 (b).

#### A. Inverse Markov chain problem

We formalize this problem as an inverse Markov chain problem: Given the traffic volumes at a limited number of the links, find the Markov transition probability $p(i|j)$, which is defined as the transition probability from an arbitrary link $j$ to another arbitrary link $i$. 

[Fig. 2. Vehicle counting from low-quality images. The symbols $\mathbb{R}$ and $\mathbb{N}$ denote the real and natural numbers (non-negative integers), respectively.]
In this decomposition, \( r \) as the "partial" transition probability distribution. This type of formal parameter), and \( \beta \) the model parameters to be learned. In this decomposition, \( r \) is interpreted as the initial probability distribution over the links, while \( q \) is interpreted as the "partial" transition probability distribution. This type of decomposition is natural for traffic analysis on road networks because it is consistent with a typical data generation process in traffic simulation. Specifically, when we generate traffic data using a multi-agent simulator \([32]\), we first generate the starting locations and then generate paths obeying a given transition rule.

For \( r \) and \( q \), we use the following particular forms:

\[
\begin{align*}
(\bar{r}(i; \mathbf{w})) & \propto \exp(w_i) \\
(\bar{q}(i | j; \mathbf{u})) & \propto I(i \sim j) \exp(g(u)) \\
\bar{g}(\mathbf{u}) & \equiv u_{i,j} + u_0 \cos(i |j) + u_1 \text{type}(i)
\end{align*}
\]

where \( i \sim j \) represents that the \( i \)-th link is directly connected to the \( j \)-th link. The indicator function \( I(i \sim j) \) returns 1 if directly connected, 0 otherwise. Unlike the conventional approach, which imposes the traffic conservation constraint directly on the flow itself, we take account of the conservation law probabilistically. Once the transition probability is found, the normalization condition of the transition probability automatically guarantees the conservation law in the expectation.

In Eq. (15), \( \cos(i |j) \) is the cosine of the geometric angle between the \( i \)-th and \( j \)-th links. For example, if the \( j \)-th link points in the opposite direction to the \( i \)-th link, \( \cos(i |j) = -1 \) and the transition probability between them is down-weighted.

In the last term of Eq. (15), the function \( \text{type}(i) \) returns the road type index for the \( i \)-th link. On the basis of the link attributes available in a digital road map, we use 14 road types (see Table I in Sec. V-B), and each one is weighted differently with \( h_t \) (\( t = 1, \ldots, 14 \)).

Combining Eqs. (12)-(14), we obtain the stationary distribution \( s(i) \) as a function of the model parameters \( \mathbf{w} = [w_0, \ldots, w_L]^\top \) and \( \mathbf{u} = [u_0, u_1, \ldots, u_{L,L}]^\top \), where \( u_{i,j} \)'s for unconnected pairs are omitted. Optimal model parameters are those that minimize the discrepancies between the left- and right-hand sides of Eq. (10). The next section looks at how to measure the discrepancy.

\section{C. Designing the objective function}

Now that we have introduced \( s(i) \) as a probability distribution, Eq. (10) can be viewed as a relationship between two distributions. The most natural discrepancy measure for distributions is the Kullback-Leibler (KL) divergence \([33]\), which has been used in a number of traffic estimation problems \([34], [35], [25]\). The KL divergence can be interpreted as the expectation of information loss. Let us define \( \rho(i) \) by

\[
\rho(i) = \ln \frac{cs(i)}{g(i)}.
\]

\( \rho(i) \) represents the local information loss at link \( i \). Since we are interested in the stationary state, the information loss on the network should be as uniform as possible. If there is a large loss at a particular link, it will be dissipated through the transition process. With this intuition in mind, we define the error function to be minimized as the variance of the information loss:

\[
L(\mathbf{u}, \mathbf{w}) \equiv \frac{1}{|C|} \sum_{i \in C} [\rho(i) - \bar{\rho}]^2,
\]

where \(|C|\) is the number of links directly monitored by the webcams, and \( \bar{\rho} \) is the mean of the information loss defined...
by \( \hat{\rho} = \frac{1}{|C|} \sum_{i \in C} \rho(i) \). Using the definition of \( \rho \), after some algebra, we obtain the final expression of the error function as

\[
L(u, w) = \frac{1}{2|C|^2} \sum_{i, j \in C} \left[ \ln \frac{cs(i \mid u, w)}{y(i)} - \ln \frac{cs(j \mid u, w)}{y(j)} \right]^2,
\]

where we explicitly represented the dependency on the model parameters \( u \) and \( w \) in \( s(i) \) and \( s(j) \). We can see that the unknown \( c \) is canceled in this objective.

In addition, we impose an elastic net type regularization [36] on the model parameters:

\[
R_1(u, w) \equiv |u_0| + \sum_{i \sim j} |u_{i,j}| + \sum_{i=1}^L |w_i|,
\]

\[
R_2(u, w) \equiv u_0^2 + \sum_{i \sim j} u_{i,j}^2 + \sum_{i=1}^L w_i^2.
\]

Putting this all together, we arrive at the final objective function to be minimized:

\[
Q(u, w) \equiv L(u, w) + \lambda_1 R_1(u, w) + \lambda_2 R_2(u, w),
\]

where the new parameters \( \lambda_1 \) and \( \lambda_2 \) control the tradeoff between the error function and the regularization terms, and are determined through cross validation.

**D. Solving the optimization problem**

The objective function \( Q(u, w) \) can be minimized with the gradient method. One challenge here is that the dependency of \( s \) on \( u, w \) is not explicitly given. Fortunately, the use of the natural gradient [37] allows us to efficiently compute the gradient without an explicit function \( s(i \mid u, w) \). For the detail, see a companion paper [17].

Once the minimizer \( u^*, w^* \) of \( Q(u, w) \) is found, one can determine an optimal \( c \) (denoted by \( c^* \)) by solving the least squares problem:

\[
c^* = \arg \min_c \sum_{j \in C} [y(j) - cs(j \mid u^*, w^*)]^2
\]

(22)

to get the solution

\[
c^* = \left[ \sum_{i \in C} s(i \mid u^*, w^*)^2 \right]^{-1} \sum_{j \in C} y(j)s(j \mid u^*, w^*).
\]

(23)

The network inference algorithm is summarized in Algorithm 2.

**Algorithm 2 Inverse Markov network traffic inference.**

**procedure** INVERSEMARKOV(\{y(i) \mid i \in C\}, \gamma, \lambda_1, \lambda_2).

\( (u^*, w^*) = \arg \min_{u, w} Q(u, w) \).

Find the transition probability matrix \( P \) using Eq. (12).

Find the stationary distribution \( s \) by solving \( Ps = s \).

Compute \( c^* \) using Eq. (23).

Compute \( \hat{y} = c^* s \).

**return** Estimated traffic flow \( \{\hat{y}(i)\} \) at all the links.

**end procedure**

---

Fig. 3. Examples of original webcam images in Nairobi [2].

Fig. 4. Examples of the posterior probability of Eq. (9). The insets show corresponding images taken at Upperhill Roundabout in Nairobi.

**V. EXPERIMENTS**

This section describes experiments using two traffic data sets: **Nairobi** from Nairobi, Kenya, and **Kyoto** from Kyoto, Japan.

**A. Vehicle counting: Nairobi data**

We tested the vehicle counting algorithm with images taken by traffic webcams in Nairobi, provided by AccessKenya.com [2]. In the downtown area of Nairobi, there are \( L = 1497 \) links, while only \( |C| = 52 \) links are monitored by the webcams (about 3.5\%). For those locations, we prepared \( N = 100 \) images by randomly picking still images taken at different times over the course of several days. Figure 3 shows examples of the images. As can be seen, the webcams are typically mounted on buildings and are quite far from the roads due to antitheft concerns. Although the original size of the images is \( 640 \times 480 \), the number of pixels in the region of interest is just several hundred, as suggested by Fig. 2.

To show how the counting algorithm works, Fig. 4 shows \( \pi_d(x')N(x' \mid m^T \phi_d, \sigma_d^2) \) of Eq. (9) for two different \( x' \)s. Picking the maximum probability density, we see that \( d' = 4 \) for (a) and 13 for (b), which are consistent with the insets of the figure.

We compared our counting algorithm with a number of supervised alternatives. The first category of the alternatives
includes regression algorithms: least squares linear regression (LS), least absolute values (LAV), and MM estimator (MM). See [38] for explanations of these algorithms. To train them, we used the true count labels in addition to the vehicle-pixel-area feature; hence, the comparison is extremely preferable to the alternatives. We did not use nonlinear regression methods such as Gaussian process regression, because our preliminary experiments showed that the vehicle pixel area feature is mostly linearly correlated with the count. The second category is the object recognition approach by Viola and Jones (VJ) [39]. To make it work, we gave several hundred manually labeled images from the webcams in our setting in addition to 2,000 labeled images with positive (vehicle) and negative (non-vehicle) labels from general image databases containing vehicles [40], [41], [42], [43]. Thus in terms of the cost to prepare the training data, the following inequality holds:

\[
\text{(proposed method)} \ll (\text{LS, LAV, MM}) \ll \text{VJ}. \tag{24}
\]

We remind the reader again that the proposed method does not need any labeled data for training.

Figure 5 shows the relative mean absolute error (RMAE) computed by the leave-one-out cross validation scheme, which is defined by

\[
\text{RMAE} = \frac{1}{100} \sum_{n=1}^{100} \left| \frac{d_{\text{true}}(n) - d_{\text{estimate}}(n)}{d_{\text{true}}(n) + 1} \right|,
\]

where \(d_{\text{true}}\) is the ground truth count, which was manually prepared and entailed several person-days of labor. The error bars represent the standard deviation.

In \textsc{MixParam} of Algorithm 1, we gave \(m_0 = (-1, 0, 3)^T\), \(\Sigma_0 = 10^{10}I_2\), \(a_0 = 1\) and \(b_0 = 10^{-10}\), where \(I_2\) is the two-dimensional identity matrix. Regarding \(\beta\), we used a non-informative hyper-prior for numerical stability. This leads to a slight modification of the VB updating equations. For details, see our companion paper [16]. The proposed VB algorithm took only a few seconds for training on a moderate laptop computer. The time complexity is \(O(N)\). The figure shows that our method is comparable to or even better than the supervised alternatives in terms of the error and robustness. In particular, when the quality of images is very low as is the case in Nationkimathi, our method outperforms the supervised alternatives.

\[
\begin{align*}
\text{motorway} & : 1.3 \\
\text{motorway_link} & : 1.3 \\
\text{trunk} & : 1.1 \\
\text{trunk_link} & : 0.9 \\
\text{primary} & : 0.7 \\
\text{primary_link} & : 0.5
\end{align*}
\]

Table I

**TABLE I**

<table>
<thead>
<tr>
<th>ROAD TYPE</th>
<th>WEIGHT (h_{ij}) FOR EQ. (15).</th>
</tr>
</thead>
<tbody>
<tr>
<td>motorway</td>
<td>1.3</td>
</tr>
<tr>
<td>motorway_link</td>
<td>1.3</td>
</tr>
<tr>
<td>trunk</td>
<td>1.1</td>
</tr>
<tr>
<td>trunk_link</td>
<td>0.9</td>
</tr>
<tr>
<td>primary</td>
<td>0.7</td>
</tr>
<tr>
<td>primary_link</td>
<td>0.5</td>
</tr>
<tr>
<td>secondary</td>
<td>0.1</td>
</tr>
<tr>
<td>secondary_link</td>
<td>0.1</td>
</tr>
<tr>
<td>tertiary</td>
<td>0.1</td>
</tr>
<tr>
<td>tertiary_link</td>
<td>0.3</td>
</tr>
<tr>
<td>unclassified</td>
<td>0.5</td>
</tr>
<tr>
<td>other</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of RMAE for vehicle counts (Nairobi).

B. Network inference: Nairobi data

Given the vehicle counts estimated by our unsupervised counting algorithm, we reconstructed the traffic flow at arbitrary links by using Algorithm 2. We set \(\lambda_1 = 1\) and initialized \(\mathbf{w} = 0\), \(u_0 = u_1 = 1\), \(u_{ij} = 0\). For the road-type weight \(h_{ij}\), we used the values listed in Table I multiplied by \(\ln(1 + N_{L})\) with \(N_{L}\) being the number of road lanes. \(\lambda_2\) and \(\gamma\) were determined by cross-validation. Vehicle velocities were also estimated with another algorithm (the details are omitted here due to space limitations). Thanks to the \(L_1\) regularizer, more than 70% of the entries of \(\mathbf{w}, \mathbf{u}\) became zero after optimization.

We compared our method with Nadaraya-Watson kernel regression (NWKR), which estimates the traffic at an arbitrary link \(j\) by

\[
s_{\text{NWKR}}(j) = \frac{\sum_{i=1}^{\mid C \mid} e^{-\alpha N(j|i)} y(i)}{\sum_{i=1}^{\mid C \mid} e^{-\alpha N(j|i)}}.\tag{25}
\]

Here, \(N(j|i)\) is the number of hops from the \(i\)-th to the \(j\)-th links, and \(\alpha\) is a parameter determined using cross validation. This form of kernel function is often used in network flow analysis [44].

Figure 6 shows the results. To compare the estimation and observation, we used leave-one-out cross validation over the 52 observed links. In these figures, the 45° line represents perfect agreement. As can be seen, our method gives much better agreement than NWKR. In terms of RMAE, our method is about twice as good as the alternative.

Figure 7 compares the original and estimated traffic in color in downtown Nairobi. The red and yellow roads are most congested, while traffic on the blue roads flows smoothly. In Nairobi, traffic congestion in the downtown is a serious social problem, as pointed out by a local traffic survey report [45]. The most congested road highlighted with the arrow was in fact consistent with the survey.

Fig. 6. Comparison of observed and estimated traffic flows (Nairobi).
Fig. 7. Network flow estimation results in downtown Nairobi.

C. Network inference: Kyoto data

Next, we tested our network inference algorithm against Kyoto data generated by an agent-based traffic simulator [32]. The simulation was carefully conducted so as to reproduce real driver behaviors and source-destination demand obtained from a person-trip survey [46]. The road network covers a roughly 11 × 10 kilometers square in the central area of the City of Kyoto, Japan, having L = 2040 links in total. We generated traffic volumes at all of the links and then randomly removed 70% of the traffic to create partially observed data with a 30% observation rate (see the left column of Fig. 8).

The results of the network inference are presented in the right column of Fig. 8, where |Diff.| means the absolute difference between inferred and the original traffic. The parameter settings were the same as those of Nairobi. In spite of the highly non-uniform traffic distribution over the links, the difference is quite uniform and mostly less than 4 cars per minute, which is within the acceptable range of the traffic authority of the city. We can also see that major traffic jams highlighted in red and orange are correctly captured in the inferred traffic. In those areas, a major source of traffic is taxis and buses, whose route choice behaviors are quite restrictive. Since our network inference algorithm does not have an explicit driver behavior model, the traffic looks more smeared-out in Fig. 8.

Finally, Fig. 9 shows the mean absolute error averaged over all the links as a function of observation rate. We can see that the acceptable range (4 cars per min.) is achievable at observation rates from 0.2 to 0.3.

VI. CONCLUDING REMARKS

We reported on a lightweight ITS approach that does not require infrastructure other than the Internet. The approach captures images from a web site of traffic cameras, and estimates the traffic by using the unsupervised probabilistic vehicle counting algorithm. Although the number of webcams is much smaller than the number of links in a road network in general, our new network inference algorithm, which is based on the inverse Markov formulation, makes it possible to estimate the entire traffic with reasonable accuracy. We tested our approach using traffic data collected in Nairobi, Kenya, and simulated traffic data of Kyoto, Japan.

Our “Frugal” ITS has already been deployed in Nairobi and has generated significant social impact as an example of a new model of innovation in developing countries. For example of the media coverage, we would suggest watching a TED talk by Navi Radjou [47]. The details of the deployed solution, combined with a mobile-based route recommendation, can be found in [48], [49].

APPENDIX A

PROBABILITY DISTRIBUTIONS

The definitions of the gamma, beta, Gaussian, and Student’s t distributions are as follows:

\[
\text{Gam}(\lambda | a, b) = \frac{\lambda^a e^{-b\lambda}}{\Gamma(a)},
\]

\[
\text{Beta}(v | \alpha, \beta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \lambda^{\alpha-1}(1 - \lambda)^{\beta-1},
\]

\[
\mathcal{N}(\theta | m, \Sigma) = \frac{1}{(2\pi)^{N/2}} \exp \left\{ -\frac{1}{2} (\theta - m)^\top \Sigma^{-1} (\theta - m) \right\},
\]

\[
S(z | \nu) = \frac{\Gamma(\nu + \frac{1}{2})}{\sqrt{\nu \pi W} \Gamma(\frac{\nu}{2})} \left( 1 + \frac{z^2}{\nu} \right)^{-\frac{\nu+1}{2}},
\]

where \(\Gamma(\cdot)\) is the gamma function and \(W\) is the dimensionality of \(\theta\).

APPENDIX B

UNSUPERVISED COUNTING MODEL

This section explains the probabilistic counting framework outlined in Sec. III-B.
A. Observation model and prior distributions

We first define the observation process by

\[
p(x \mid h, \theta, \lambda) = \prod_{d=0}^{D} \mathcal{N}(x \mid \theta^T \phi_d, \lambda^{-1})^{h_d},
\]

where \( \lambda \) is a parameter representing the precision of observation, \( \theta \) represents the coefficients for \( \phi_d \equiv (1, d)^T \), and \( h = (h_0, \ldots, h_D)^T \) is the indicator vector of \( h_d \in \{0, 1\} \), and \( \sum_{d=0}^{D} h_d = 1 \). The key idea is to suppress the interchangeability in different \( d \)'s by using the following form of the prior distribution for \( h \):

\[
p(h \mid v) = \prod_{d=0}^{D} \left\{ v_d \prod_{k=0}^{d-1} (1 - v_k) \right\}^{h_d},
\]

\[
p(v) = \prod_{d=0}^{D} \text{Beta}(v_d \mid 1, \beta),
\]

where \( \beta \) is a hyper-parameter treated as a given constant and \( \text{Beta} \) is the beta distribution (see Appendix A). These distributions are commonly called the stick-breaking process (SBP). As clearly indicated in the definition, the SBP prior is not symmetric in the cluster index \( d \) and naturally introduces the order in the components.

For the other parameters \( \theta, \lambda \), we set the conjugate priors as

\[
p(\theta \mid m_0, \Sigma_0) = \mathcal{N}(\theta \mid m_0, \Sigma_0),
\]

\[
p(\lambda \mid a_0, b_0) = \text{Gam}(\lambda \mid a_0, b_0),
\]

where \( m_0, \Sigma_0, a_0, \) and \( b_0 \) are hyper-parameters treated as given constants, and \( \text{Gam} \) is the gamma distribution (see Appendix A).

B. Variational Bayes solution

To derive the predictive distribution Eq. (7), we need to find the posterior distributions for \( h, \theta, \) and \( \lambda, v \). This can be systematically done via the variational Bayes (VB) algorithm [50]. The VB approach approximately finds the posterior distribution in a factorized form:

\[
p_{\text{post}}(H, \theta, \lambda, v) = q(H)q(\theta)q(\lambda)q(v),
\]

where we have used the same symbol \( q \) to represent different distributions for simplicity of notation.

The VB algorithm starts by writing down the complete likelihood as

\[
P(D, H, \theta, \lambda, v) = \prod_{n=1}^{N} p(x^{(n)} \mid h^{(n)}, \theta, \lambda)p(h^{(n)} \mid v) \times p(\theta \mid m_0, \Sigma_0)p(\lambda \mid a_0, b_0)p(v),
\]

where \( H \) represents \( \{h^{(1)}, \ldots, h^{(N)}\} \). The main step of the VB algorithm is that the posterior distributions are given by the following simultaneous equations:

\[
\ln q(H) = \text{const.} + \langle \ln P(D, H, \theta, \lambda, v) \rangle_{\theta, \lambda, v},
\]

\[
\ln q(\theta) = \text{const.} + \langle \ln P(D, H, \theta, \lambda, v) \rangle_{H, \lambda, v},
\]

\[
\ln q(\lambda) = \text{const.} + \langle \ln P(D, H, \theta, \lambda, v) \rangle_{H, \theta, v},
\]

\[
\ln q(v) = \text{const.} + \langle \ln P(D, H, \theta, \lambda, v) \rangle_{H, \theta, \lambda},
\]

where \( \langle \cdot \rangle \) represents the expectation w.r.t. the random variables *. By simply expanding the \( \ln P \) term, we can easily see that the posterior distributions take the following forms:

\[
q(H) = \prod_{n=1}^{N} \prod_{d=0}^{D} \left\{ \pi_d^{(n)} \right\}^{h_d^{(n)}},
\]

\[
q(\theta) = \mathcal{N}(\theta \mid m, \Sigma),
\]

\[
q(\lambda) = \text{Gam}(\lambda \mid a, b),
\]

\[
q(v) = \prod_{d=0}^{D} \text{Beta}(v_d \mid \alpha_d, \beta_d),
\]

where \( \pi_d^{(n)} \), \( m, \Sigma, a, b, \alpha_d \), and \( \beta_d \) are unknown parameters to be determined.

To find these parameters, first we assume that \( q(H) \) is given. Using the properties of the Gaussian, gamma, and beta distributions such as \( \langle \theta \rangle_q = m \) and \( \langle \lambda \rangle_q = a/b \), we easily see that the parameters satisfy the following relations:

\[
N_d \leftarrow \sum_{n=1}^{N} \pi_d^{(n)}, \quad \bar{x}_d \leftarrow \sum_{n=1}^{N} \pi_d^{(n)} x^{(n)},
\]

\[
\Delta_d(x^{(n)}) \leftarrow (x^{(n)} - \phi_d^T m)^2 + \phi_d^T \Sigma \phi_d,
\]

\[
a \leftarrow a_0 + \frac{N}{2},
\]

\[
b \leftarrow b_0 + \frac{1}{2} \sum_{n=1}^{N} \pi_d^{(n)} \Delta_d(x^{(n)}),
\]

\[
\Sigma \leftarrow \Sigma_0^{-1} + \frac{a}{b} \sum_{d=0}^{D} \bar{x}_d \phi_d \phi_d^T, \quad m \leftarrow \Sigma^{-1} \Sigma_0^{-1} m_0 + \frac{a}{b} \sum_{d=0}^{D} \bar{x}_d \phi_d,
\]

\[
\alpha_d \leftarrow 1 + N_d, \quad \beta_d \leftarrow \beta + \sum_{k=d+1}^{D} N_k.
\]

To compute \( \pi_d^{(n)} \), we assume in turn that \( q(\theta), q(\lambda) \) and \( q(v) \) are given. Expanding the \( \ln P \) term and taking the expectation w.r.t. these variables, we have

\[
\ln \pi_d^{(n)} \leftarrow \sum_{k=1}^{d-1} \left[ \psi(\beta_k) - \psi(\alpha_k + \beta_k) \right]
\]

\[
+ \psi(\alpha_d) - \psi(\alpha_d + \beta_d) - \frac{a}{2b} \Delta_d(x^{(n)}),
\]

\[
\pi_d^{(n)} \leftarrow \frac{\pi_d^{(n)}}{\sum_{l=0}^{D} \pi_l^{(n)}},
\]

where \( \psi(\cdot) \) is the di-gamma function. This follows from the well-known formula [51]

\[
\int dv_d \text{Beta}(v_d \mid \alpha_d, \beta_d) \ln v_d = \psi(\alpha_d) - \psi(\alpha_d + \beta_d).
\]

Equations (41)-(47) and (48)-(49) are iteratively computed until convergence.
C. Deriving the predictive distribution

Now we are ready to derive the predictive distribution (7). By definition, it is formally written as

$$p(x \mid D) = \sum_{h} \int \int d\theta d\lambda \, p(x \mid h, \theta, \lambda) q(h)q(\theta)q(\lambda).$$

One problem here is that there is no explicit expression for the posterior $q(h)$ for an arbitrary value of $x$. Here, we can use the following approximation. Imagine we had an augmented data set $D \cup x$, and we got a posterior on this $N + 1$ data as

$$p_{\text{post}}(h, H \mid D, x) = p(h, H \mid \Psi, D, x) \, p(\Psi \mid D, x), \quad (51)$$

where $\Psi$ collectively represents $\theta, \psi, v$. Equation (37) suggests that $p(h, H \mid \Psi, D, x)$ should be factorized as

$$p(h, H \mid \Psi, D, x) = p(h \mid \Psi, D, x) \, p(H \mid \Psi, D, x)$$

$$= p(h \mid \Psi, x) \, p(H \mid \Psi, D). \quad (52)$$

The second line follows from the fact that the dependency of $\pi_d^{(n)}$ on $D$ is only through $\Psi$ except for $x^{(n)}$. In Eq. (51), we can use the approximation as $p(\Psi \mid D, x) \approx p(\Psi \mid D)$ as long as $N \gg 1$, so that $\Psi$ in $p(h \mid \Psi, x)$ can be thought of the one learned from the original $N$ sample data $D$. Therefore, we conclude that the posterior distribution of $h$ is the categorical distribution whose $d$-th probability mass is given by

$$\ln(\pi_d(x)) = \sum_{k=1}^{d-1} \left[ \psi(\beta_k) - \psi(\alpha_k + \beta_k) \right]$$

$$+ \psi(\alpha_d) - \psi(\alpha_d + \beta_d) - \frac{a}{2b} \Delta_d(x),$$

$$\pi_d(x) \propto \frac{\pi_d(x)}{\sum_{i=0}^{D} \pi_i(x)}. \quad (53)$$

Using this approximation, we get

$$p(x \mid D) \approx \sum_{d=0}^{D} \pi_d(x) \int d\theta N(\theta \mid m, \Sigma)$$

$$\times \sqrt{\frac{a}{b}} S\left( \sqrt{\frac{a}{b}} (x - \theta \phi_d) \right) 2a$$

$$\approx \sum_{d=0}^{D} \pi_d(x) N\left( x \mid m^T \phi_d, \frac{b}{a} + \phi_d^T \Sigma \phi_d \right). \quad (55)$$

where $S$ is Student’s $t$-distribution (see Appendix A). The last expression of Eq. (55) follows from the fact that the $t$ distribution is approximated by a Gaussian when the degree of freedom is large. In this case, $a$ is a large number on the order of $N$ (see Eq. (43)), and this approximation is almost always justified. Equation (55) also shows that the variance $\sigma_d^2$ in Eq. (7) is given by Eq. (8). Since $\Sigma$ is positive semidefinite, we see that $\sigma_d^2$ monotonically increases as $d = 0, 1, 2, \ldots$. Algorithm 1 summarizes the algorithm for learning model parameters.
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