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▪ Introduction to Anomaly Localization

▪ L0-constrained Gaussian Graphical Model

▪ Optimization Algorithm for       Sparse Models

▪ Experiments
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Detecting anomalies from noisy multivariate sensor data is 

hard even to experienced engineers

▪ Example: sensor data of a 
compressor of oil production 
system
o Data taken under a normal 

operational condition
o Noisy, nonstationary, 

heterogeneous, high-dimensional 
…

o Hard to recognize useful patterns 
by human eye

▪ Data mining algorithms help 
capture major patterns 
embedded in the data

(simulation data)
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Anomaly Localization

▪ The traditional anomaly detection is to compute the degree of 

anomalousness for a multivariate measurement, giving an overall 

anomaly score.

▪ Anomaly localization focuses on a variable-wise anomaly score, and 

two main lines of research have been proposed

o sparse principal components analysis (PCA) to identify a set of variables that have 

nonzero weights in a subspace

o graph-based anomaly localization approach, where two separate dependency graphs 

are inferred from training and testing data and an anomaly scoring method is used
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Anomaly Localization for Multivariate Noisy Sensor Data

Detecting anomalies amongst sensors in real-world situations helps operators 

decide when and where maintenance is required
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Sparsity-Constrained Gaussian Graphical Model

▪ Problem: Given an empirical covariance matrix

find a sparse inverse covariance matrix X to represent the data

▪ Classical convex approach: Minimize the objective function 

F(X) is the negative log likelihood function and the      term is a sparsity 

promoting regularizer. 
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Sparsity-Constrained Gaussian Graphical Model

▪ Convex approach: The      model minimizes 

▪ Novel nonconvex approach: We directly constrain sparsity. The      model 

minimizes  

▪ It is a very challenging optimization problem: highly nonlinear, nonconvex

:  the maximally allowable number of nonzeros

:  the set of known conditionally independent variables
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L1 Model versus l0 Model

▪ based models often recover sparsity pattern better than its      counterpart 

since      norm is just a relaxation of      norm

▪ The    -constraint guarantees that the solution will admit a certain level of sparsity

▪ The     -regularization term keeps the magnitude of all entries uniformly similar 

and encourages the capacity of selecting groups in the presence of highly 

correlated variables

▪ Theorem: The solution set of      model is bounded. 
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Notations

▪ Define the constraint set as  

▪ The projection operator is

It is a low-cost operator.  

▪ The gradient is
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Gradient-projection Algorithm

▪ Consider 

▪ Main idea: 
o Feasibility w.r.t membership in                                                  is handled via projection

o Symmetric positive-definiteness                     is ensured through a line-search procedure
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Convergence Analysis

▪ Theorem: Assume       is a feasible solution, let          be the sequence 

generated by Algorithm 1. Suppose       is an accumulation point of      

Then the following hold.

(i)   The sequence                 admits an accumulation point.

(ii)        is a strictly local minimizer. 
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Graph learning: Execution Time and Accuracy Comparison  

true covariance matrix

X estimated inverse covariance matrix
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Anomaly Localization: Sparsely Supervised with L0

The mean and standard deviation for AUC values
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Thank you!


