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Gaussian Mixture Model

▪ A Gaussian mixture model (GMM) is a weighted sum of K component 

Gaussian densities

o : mixture weights

o : the mean and covariance 

▪ Irrelevant components can be mistakenly included in the training model
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Sparse Mixture of Sparse Gaussian Graphical Model

▪ A Gaussian mixture model (GMM) is a weighted sum of K component 

Gaussian densities

o : sparse mixture weights

o : sparse inverse covariance 

▪ Irrelevant components can be removed by a sparse model
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Expectation-Maximization (EM) Algorithm

▪ We suggest a penalized log-likelihood as

▪ EM Algorithm

o E-step: Evaluate the responsibilities  (posterior probability of data point i belonging to 

mixture component k)

o M-step: Use the updated responsibilities to re-estimate the parameters 

▪ Updating mixture weights is as follows if 
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▪ We suggest a penalized log-likelihood as

▪ EM Algorithm

o E-step: Evaluate the responsibilities  (posterior probability of data point i belonging to 

mixture component k)

o M-step: Use the updated responsibilities to re-estimate the parameters 

▪ Updating mixture weights is as follows if 

No sparsity is imposed!



8

IBM Research

Outline

▪ Problem setting  

▪ Mixture weight update formulation

▪ Quadratic time algorithm 

▪ Experimental results



9

IBM Research

Mixed-integer Programming for Mixture Weights

▪ A possible sparse mixture weight updating equation is  

▪ A convex mixed-integer programming (MIP) reformulation is 



10

IBM Research

Mixed-integer Programming for Mixture Weights

▪ A possible sparse mixture weight updating equation is  

▪ A convex mixed-integer programming (MIP) reformulation is 



11

IBM Research

Mixed-integer Programming for Mixture Weights

▪ A possible sparse mixture weight updating equation is  

▪ A convex mixed-integer programming (MIP) reformulation is 



12

IBM Research

Mixed-integer Programming for Mixture Weights

▪ A convex mixed-integer programming (MIP) reformulation is 



13

IBM Research

Mixed-integer Programming for Mixture Weights

▪ A convex mixed-integer programming (MIP) reformulation is 



14

IBM Research

Outline

▪ Problem setting  

▪ Mixture weight update formulation

▪ Quadratic time algorithm 

▪ Experimental results



15

IBM Research

Algorithm for the    -sparse Problem

▪ We assume that 

▪ Denote            by the number of zero elements of   

▪ We have


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Algorithm for the    -sparse Problem

▪ One of hidden parameters for the optimal solution of MIP is the number of 

zero elements m =         . We parameterize it using the parameter m.

▪ When m is given, the MIP is reduced to 

▪ We can use exhaustive search for m = 0, …K - 1


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Algorithm for the    -sparse Problem

▪ We propose an alternative, which can be analytically solved for a fixed 

value m

▪ Let us define  

▪ We need to search for m giving the smallest value for


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Algorithm for the    -sparse Problem

▪ The Karush-Kuhn-Tucker (KKT) conditions read

▪ Lemma 1. The following holds



(iii)
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Algorithm for the    -sparse Problem

▪ For a given m, we need to identify a break-point      where

▪ hh



(1)

(2)
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Algorithm for the    -sparse Problem

Theorem. Algorithm 1 can find a global 

optimal solution of the MIP in quadratic time 

in terms of the maximum number of mixture 

components K.
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Experiment (1): Learning variable-variable dependency from data 
(synthetic data)

Our method successfully 

reproduced the ground truth

Ground truth

Conventional method: inaccurate

Proposed method: able to recover the ground truth
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Experiment (2): Performance comparison for held-out log probability

SWSA   :  Proposed method

CARD : Conventional method
VDP      : Variational Dirichlet process [Blei and Jordan, 2006]
CSBDP  : Collapsed variational stick-breaking 

Dirichlet process [Kurihara et al. 2007]
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IBM Confidential

Experiment (3): Anomaly Detection

Sparse graphical model

training data

Multi-variate data Anomaly score

testing data

Comparison of AUC performance
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Experiment (4): Scalability Comparison
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Conclusions

▪ Introduced a new formulation for updating sparse mixture weights

▪ Developed a quadratic time algorithm 

▪ Demonstrated the good performance for both synthetic and real 

datasets
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THANK YOU!


